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AI-Informed Clinician

Clinician-Informed AI

Imaging Informatics for Precision 
Medicine Lab
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 Missing Modalities [MICCAI ’23, ICCV ’23]

 Costly Annotations [ICLR ’23, ECCV ’22, NeruIPS ’23]

 Scarcity of datasets [MICCAI ’23, IPMI ’23]

 Unpaired data [CVPR ’22]

 Complex Reasoning [CVPR ’24, MeDIA’24]

Imperfect Data Scenarios where Clinician-AI 
collaboration is important

Domain 
Knowledge

Clinical 
Intuition

Viewing 
patterns

Expert 
interpretation 

(reports)

Data-driven 
insights
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From purely data-driven models to…

Data-informed and domain-inspired models
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Radiologist-in-the-Loop
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DL
DL

Deep Learning based Analysis Radiomic Analysis

Shape Texture

Radiologist Eye-gaze 
maps

Tumor grading
COVID Normal

Can Radiologists’  Eye Gaze Information Augment ML decisions?
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RadioTransformer: A Cascaded Global-Focal Transformer for
Visual Attention–guided Disease Classification

Bhattacharya et al, MICCAI 2022, ECCV 2022
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 A global-focal transformer architecture to capture coarse-fine search behavior of radiologists.
 Global module learns high-level coarse representations and the focal module learns low-level 

granular representations.
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Responder

Non-Responder
N=139

N=139

Immunotherapy Response Prediction

Science Advances 2023
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Uncertainty estimation-driven interactive segmentation

GT Pred Gupta et al, 
NeurIPS 2023 
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• Identifying salient regions in a WSI

• Several MIL methods provides the visualization of attention maps from the learned patch-level attention.

• Though useful, they may not offer an automated understanding of the model’s prediction due to a lack of 
user-friendly feature grounding.

• Also these visualizations are hard and subjective for experts to interpret.

Interpretability in Computational Pathology: From Black-box to Glass-box



‘-

15

Whole slide image classification
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Proposed method – Self Interpretable Models

Kapse et al, CVPR 2024
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17Yellapragada et al, WACV 2024 

Text-conditioned image generation
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Attention Diversity 
Matters!
Kapse et al. MedIA, 2024
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Pancreatic cancer - Basal 
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Pancreatic cancer - Classical 
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Thank you

 Prateek.Prasanna@stonybrook.edu
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